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Abstract. Resource Discovery Mechanisms are commonly used
to publish and retrieve information about network-available re-
sources. Description Logics are basically a subset of Predicate
Logic where expressiveness and computational complexity have
been deeply studied. In this paper we present a formal approach
to these mechanisms using Description Logics. This is based
on a terminological model of the RDM (Resource Description
Messages) mechanism. We provide a translation of the resource
description schemas and basic query languages of RDM. This
translation allows us to benefit from the inference capabilities of
terminological systems without losing the information contained
in RDM messages.

1 Introduction

Description Logics (DLs) are formalisms for expressing, organising
and manipulating knowledge. In the framework of Artificial Intelligence
(AI) and Knowledge Representation (KR), they provide methods and
procedures to represent, retrieve and reuse relevant knowledge in a cer-
tain domain. DLs usually provide facilities for maintaining and exploiting
taxonomies of concepts and roles called terminologies. DLs can be con-
sidered as formal successors of semantic networks and more specifically

of KL-ONE [7].



After the pioneering work of Levesque and Brachman [12], and dur-
ing the last 15 years the expressiveness and complexity of DLs have been
studied [1,8,9,17, 18,5, 19]. DLs are implemented by concept languages,
the most known ones being CLASSIC [6], Kris [2] and Loom [14]. Prac-
tical applications of these languages cover a great variety of domains.
In particular, there are applications for database schema modelling and
more general knowledge-based management systems [4,3], conceptual
modelling of information sources in global information systems [13] and
proposals of terminological models for Information Retrieval [15,20, 16].

Resource Discovery Mechanisms are used across the Internet
to easily access network-available collections of data. They embody lan-
guages to describe and query about the resources available at a particular
site. With these mechanisms users or applications can retrieve informa-
tion about the type of available resources before accessing them with
other protocols.

In this paper we present a terminological conceptualisation of a typ-
ical resource discovery model. The generality of this approach proofs
the practical possibility to integrate resource discovery mechanisms in
hypothetical DL environments, overcoming the need to rewrite existing
resource descriptions in Al formalisms such as DLs. Section 2 is a formal
introduction to DLs. Section 3 describes the issues of resource discovery
mechanisms in which we are interested in and section 4 presents the tar-
get terminological model. The paper ends with our conclusions and the
future work opened by our model.

2 Terminological Knowledge Representation
Systems

Terminological Knowledge Representation Systems (TKRSs) organise
and represent knowledge by means of taxonomies. These systems have
also specific inference mechanisms to explore these structures. In TKRSs,
the intensional knowledge denotes the global knowledge about a specific
domain and is called TBox ( Terminological Boz) or Definitional Module.
The ABox (Assertional Box) or Assertional Module contains particular
knowledge about a specifc situation in a domain. The TBox is a set of
terminological axioms that use expressions of a Concept Language (CL)
to construct a taxonomy. In the ABox, the concepts and roles previously
defined in the TBox are used in a set of assertional axioms. Objects, here
called individuals. introduced with these assertional axioms are classi-
fied in the taxonomy. Typical inferences are subsumption, satisfiability,
equivalence and disjointness. In fact, subsumption is the basic reasoning
task and all other inferences can be reduced to subsumption problems



([9], [19]). The CL is the core of a TKRSs and its expressiveness and
computational properties determine the efficiency and practical utility
of the representation system.

In a TKRS the world is a set of individuals. A concept is a subset of
individuals and a role is a subset of pairs of individuals (binary relation).
The TBox is a taxonomy composed of the definition of concept and
roles and their subsumption relations. The ABox contains the set of
individuals and relations about a specific perception of the world.

2.1 Syntax

Let A be a set of atomic concepts and P a set of atomic roles. Concepts
(C, D) and roles (Q, R) are inductively built from atomic concepts and
roles, the universal concept and the empty concept.
(1) An element of A, A, is a concept and an element of P, P, is a role
(atomic concepts and roles)
(2) T (universal concept)
(3) L (empty concept)
(4) = A (negation of an atomic concept)
(5) C'M D (concept intersection)
( ) VP.C (concept universal role quantification)
(7) 3P. T (unqualified existential quantification)
(8) C'U D (Extension U, union of concepts)
(9) 3R.C (Extension &, quahﬁed existential quantification)
(10)
(11)
(12)
(13)
(14)
)
6)
)

-C (Extension C, complement of non-atomic concepts)
> nR, < nR (Extension A/, number restrictions)

QM R (Extension R, role intersection of roles)

C x D (role product)

< nR.C,> nR.C (qualified number restrictions)

(15) fills.i.R (fills existential quantification)

(16) nR (exact number restriction)

(17) nR.C (qualified exact number restriction)

2.2 Semantics

The formal meaning of the language is given by a model-theoretic inter-
pretation Z = (AZ,.T). The interpretation consists of an arbitrary set
AT (the domain of the interpretation) and an interpretation function -%
that maps every concept A in a subset of A (AI) and every role P in
a subset of AT x AT (PI). The predefined concepts T y L have a fixed
interpretation, AT y () respectively. The meaning of the concept and role
expressions described above is as follows:



("C)I — AI \ CI

(cn D) =cTnD?

(VR.C)T = {a € AT | Vb.(a.b) € RT 1— b€ CT}

(AR.T)T = {a € AT | Fb.(a,b) € RT}

(cubD)t =ctuD?

(3R. C) ={a € AT | 3b.(a,b) € RT ADb € CT}

(nR)t —{06A1|r(17(]{b| (a.b) € R} =n}

(>nR)T = {a € AT | card{b | (a, b) € RT} > n}

(<nR)T ={a € AT | card{b| (a.b) € RT} < n}

(Qm R) =Q*nR?

(C x D) —{a b)eAIxAI|a€CI/\bEDI}
(<nR.C)E ={a € AT | card{b| (a.b) € REAbe CT} <n}
(>nRC) ={a € AT | card{b| (a,b) € REAb e CT} >n}
(nR.CYT = {(1 € AT | card{b| (a,b) € REAb € CT} =n}
(fills.i.R)T = {a € AT |i € AT A (a,i) € RT}

The semantics guarantees the equivalences C U D = =(=C' M =D) ,
dR.C = -VR.-C, (nR) = (> nR)N(< nR) and (nR.C) = (> nR.C)N(L
nR.C). The most readable expressions will be used in this paper. Terms
(1) to (7) come from the family of AL languages. and the next terms are
extensions of the basic AL language. The first concept languages, FL
and FL™ [12], are sublanguages of ALC and AL respectively ([19]).

2.3 The TBox

Let D be a concept expression and S a role expression. A TBox or Ter-
minology is a finite set of terminological axioms that define the concepts
A, B and role R:

— Terminological axioms of defined concepts and roles (also called com-
plete definitions): A= D,R=S.

— Terminological axioms of primitive concepts and roles (also called
incomplete definitions): AC D,RLC S.

— Terminological disjointness axioms: dis(A, B).

and with two restrictions:

— A concept or role cannot appear more than once in the left hand side
of a terminological axiom.
— The disjointness axiom must not contain defined concepts.

Note that if the language has the T concept, the distinction between
non-defined concepts (without restrictions in the interpretation) and par-
tially defined concepts (with necessary conditions in the interpretation)
is not necessary. A non-defined concept can be seen as partially defined

(ACT).



Let A be a concept, R arole, D a concept expression and § a role ex-
pression. An interpretation Z = (AZ,.Z) satisfies a terminological axiom,
ifft. AT = DT(RT = S7) for the terminological axiom A = D(R = S).
AT C DI(RT C S7) for the terminological axiom A C D(R C §) and
AT N BT = () for the terminological axiom dis(A, B).

Now we can define a model. An interpretation Z is a model of a TBox
if it satisfies all the terminological axioms.

2.4 The ABox

An ABox contains the individuals and relations that are part of the
world defined in the TBox. If C is a name of concept, R is a name of
role, and @ and b are names of individuals then the sentences (a.C') and
(a.b.R) are assertional axioms.

The interpretation function -2

is extended to map the names of the
individuals and roles over AT and AT x AT respectively. An interpre-
tation T satisfies an assertional axiom, iff: aZ € CZ for the assertional
axiom (a.C) and (aZ,b%) € RT for the assertional axiom (a.b.R).

An interpretation 7 is a model of an ABox if it satisfies all the asser-
tional axioms. Terminological systems usually include the unique names

assumption but do not include the closed world assumption.

3 Resource Description Mechanisms

The growth and popularity of Internet based services makes possible
for any user to access lots of data and information. This work is about
the data retrieval problem which is different from the information
retrieval problem, although some protocols and tools are common to
both. The information retrieval problem is more general and deals with
unstructured documents. The data retrieval problem deals with collec-
tions of structured data and it is important in places where there are
collaborations between several users and groups of people. These collec-
tions are provided by services offering different kinds of data, ranging
from people directories (white pages) to book stores and catalogued in-
formation. In general, users must know where and how to search. Some
services provide facilities to help users in their search for data. In this
context the data retrieval problem relates to the overall organisation of
the data and the uniformity with which the same kind of information
should be offered by different providers.

A solution for the data retrieval problem requires protocols that allow
the interchange of the offered data and the information associated with
it. However, in this paper we only want to present a model for the data



and we will not study in depth the required architecture. It is enough to
bear in mind that (see Fig. 3):

— There is a network made of two kinds of nodes: Directory Service
Providers (DSPs) which provide data collections; and Clients who
access DSPs using some shared access method.

— Every DSP offers a collection of elements and a general description
of it. Every element within a collection is described by a sequence of
pairs attribute:value. Since every DSP contains information re-
lated to the collections and elements that it offers, the clients or other
agents (eg. WWW search robots) can access general descriptions of
its contents (schemas).

DSP

Repository Documents, registers, ...

Resour ce Descriptions RDM messages

Fig. 1. General schema of RDM

Client

We take the specification of RDM (Resource Description Messages)
proposed in [10] as a practical implementation of this last idea. RDM is
a mechanism to discover and retrieve descriptions of network-accessible
resources. A DSP produces resource descriptions (RDs) about its con-
tents and makes them available to clients through RDM. Clients may
find out about the contents of any DSP by querying it using RDM with-
out having to access the actual data. This can be done in several steps
as shown in the example of Figure 3. Clients may then decide the actual
resources in which they are interested and get them using some shared
method, avoiding unnecessary traffic through the network

RDM messages are encoded using Harvest’s SOIF (Summary Object
Interchange Format) [11]. Schemas and RDs are encoded in SOIF. RDM
also provides predefined schemas to support certain types of interaction
with DSPs. For example, RDM defines a schema to ask about RDs ( What
RDs have changed since last week?) or to describe taxonomies of the
offered collections.



MANUEL
DSP CLIENT
What kind of resources do you have?—

What resources about Y do you have?| RDM messages

| haver1,r2,r5,r10

Givemer2
Other messages (HTML, PS, ...)

r\2>7

Fig. 2. A possible scenario of use of RDM

4 A Terminological Model of Resource Description
Messages

Here, we consider the problem of integrating DSPs into a hypothetical
DL environment. RDM is an implementation of a very simple query
language and data structure, while DLs provide a generic model for the
conceptualisation of domains. Since neither of them is widely spread out
nor dominant, in terms of the general public, one may foresee situations
where their coexistence may overlap or be optimised. We may consider
two situations:

Figure 4 represents a DL based world where most of the nodes
communicate via DI, messages using a hypothetical DL protocol. In order
to integrate a DSP whose repository is described with RDM, we need a
layer around such DSP to translate incoming DL messages to RDM and
outgoing RDM messages to DL. Genuine RDM clients may communicate
directly with the DSP avoiding the translation step.

In an RDM world a DSP is only accessible via RDM. DL clients
are fewer and must use the RDM/DL translation layer to access DSPs as
shown in Fig. 4. Obviously DL clients may access other DL nodes with
DL messages and RDM clients can communicate directly with DSPs.

So one may pose the task of building these translation to provide
mechanisms to overcome potential problems or reuse existing technolo-
gies. Observe that the translation is not symmetrical since RDM is sim-
pler and less powerful from the expressiveness point of view. This way
an RDM to DL translation will be based on a conceptualisation of the

RDM model in DL; while in an RDM world, DL nodes will probably just



RDM/DL translation

RDM DL Messages
- =

DL Messages

Fig. 3. Integration of a DSP in a DL environment

use RDM to encapsulate DL entities. In the following, we deal with the
first problem and leave the second one as an open research line.

RDM/DL trandation

Repository

RDM messages

Fig. 4. Integration of a DL client in a RDM world

A basic terminological model of RDM 1is a previous step to a full
RDM/DL translation. The basic model consists of terminological axioms
for RDM/SOIF schemes (i.e. general knowledge about resources) and
assertional axioms for RDM/SOIF objects (i.e the actual resources).

Let us consider, at a fairly informal level, the process of writing ter-
minological and assertional axioms starting from the RDM/SOIF ele-
ments. A schema declares a set of attributes for every object defined by
that schema. For each attribute, a set of general properties that deter-
mine its external interpretation are defined. For example, whether the
attribute is an index, its data type, its length, etc.

The following is a RDM/SOIF schema which a DSP could contain
about a resource Paper which has two attributes, Title and Year. Besides
the attributes, additional information about the schema itself is included:



Schema-name, schema name; URL, location of the schema; LastModified,
last modification of the schema.

@SCHEMA{ -
Schema-Name : Paper
URL: http://someplace
LastModified: 12/2/2003
SOIF-Attribute-1{x}: Title
Description-1{x}: Contains the title
Data-Type-1{x}: String

Enforce-Uniqueness-1{x}: Yes

SOIF-Attribute-2{x}: Year

Description-2{x}: A number identifying the paper
Data-Type-2{x}: Integer

Index-Attribute-2{x}: 1

4.1 Attributes

In DLs attributes are typically modelled as functional roles between indi-
viduals. So, an object with a set of attributes is an individual with a set
of functional roles. These roles are filled with values that are individuals.
Often, these values are occurrences of concepts such as String, Integer,
etc. Most concept languages have these predefined concepts (host con-
cepts). For example, to model in a TKRS a schema Paper which defines
the objects that have a Title:STRING and a Year:INTEGER, we need the
following terminological axioms:

String C T

Integer C T

Title C T

Year C T

Paper C T

hasTitle = Paper x Title

hasYear = Paper x Year

If we consider an attribute as an object with properties (description,
data-type, etc.) the attribute would become an individual and a set of
attributes would become a concept Attribute. With this conceptualisation
we can exploit these concepts as any concept in a terminological system.
For instance, we can specialise, generalise and classify attributes.

Let us consider the introduction of a description for the attribute
Title. This description will be the String “ContainstheTitle”. We need a
concept, Title (conceptualisation of the attribute) and a role Description.
With constructor numbered as (15) in section 2 we can express that this
role is filled with a particular individual (the individual “ContainstheTi-
tle”, which is an occurrence of the concept String). So, in a TKRS we



can model attributes with terminological axioms using the fills construc-
tor. Notice that with this constructor, terminological axioms rely on the
existence of individuals making pure intensional knowledge or reasoning
impossible.

First, using the following terminological axioms we define a concept
Attribute, a concept Schema, and a role Value.
Schema C T
Attribute C T
ValueC T x T
Now, we define a set of roles to describe the general properties of an
attribute (those shared by all of its occurrences):
Description = Attribute X String
DataType = Attribute x String
IndexAttribute = Attribute X Integer
EnforceUniqueness = Attribute x Boolean
Next, for each SOIF attribute we create a concept subsumed by the
concept Attribute. We also have to create the individuals to fill in the roles
associated with the attribute properties. We consider the schema shown
above in this section. Assuming the existence of the host concepts String
and Boolean, we create the individuals “ContainstheTitle” and True with
the assertional axioms (“Contains the Title" .String) and (True.Boolean).
In order to define the concept Title we fill in the roles of attribute char-
acteristics with the proper individuals. Many concept languages include
functional roles as primitive elements of the language. However this is not
strictly necessary, and we can simply add a qualified number restriction.
This is done in the following terminological axiom:
Title = Attribute M fills. “Contains the Title” .Description M

fills. True.EnforceUniqueness M 1Value.String
Finally, let us write the terminological axiom to define the role hasTitle
using the concept Title: hasTitle = Paper x Title
Analogously, we use the following terminological axioms to define the
concept Year:
(“Contains the Year" .String)
Year = Attribute M fills. “Contains the Year” .Description M

fills. True.EnforceUniqueness M 1Value.Integer
hasYear = Paper x Year

4.2 Schemas

After expressing SOIF attributes with terminological axioms we still
have to represent additional information about schemas. We again fill
in the properties (roles) of a concept (the schema we are defining) with



individuals. We need the terminological axioms, URL = Schema x String
and LastModified = Schema x Date.

and the assertional axioms, (“http://someplace” .String) and
(12/02/2003.Date). Finally, we define a Paper with another
terminological axiom,

Paper = Schema 11 fills. “http://someplace”. URL M

fills.12/02/2003.LastModified M 1hasTitle M 1hasYear

4.3 Objects

Now we can introduce the objects defined by the schema as individuals
of the concepts previously defined. For example, for the following SOIF
object (which follows the previously defined schema),

@Paper{ -

¥

Title: New Worlds

we will introduce the following assertional axioms (where pl, t1 and y1

are unique names given to the individuals):

(t1.Title), (“New Worlds” .String), (t1.” New Worlds” .Value)
(y1.Year), (2004.Integer), (y1.2004.Value)

(pl.Paper), (pl.tl.hasTitle), (pl.yl.hasYear)

4.4 Queries

In RDM we can build queries by using two languages:

— The Schema-Basic query language is used by RDM clients to re-

trieve schema descriptions from the RDM server. The requests an
RDM client can issue in this context are called Schema-Description
Requests. RDM does not directly provide a method to obtain the
description of a certain schema (i.e. you can not query about the
schema Paper). This kind of information has to be recovered indi-
rectly (i.e. you must query about the schemas that have an attribute
called Awuthor, or simply. query about the schemas that have any
defined attribute).

The Gatherer query language can be used to send requests and re-
ceive answers that involve a set of RDs. These requests are called
RD-Requests. Basically, RDM allows only to retrieve all the RDs of
all the schemas of the RDM server. Our translation to DLs assumes
not only this basic query but also the retrieval of all the RDs of the
schemas that have a certain attribute.



Notice that the expressiveness of RDM queries is very reduced, unlike
the DL case. As a result of this, in a DL environment a DL client can not
obtain the same information from a RDM node than from another DL
node. The RDM node will be seen in a DL environment as a poor node.
On the other hand, in a RDM environment a DL client must restrict its
questions to the reduced expressiveness of RDM queries.

Translation Let Paper be a schema with attributes Title and Jowrnal,
and Technical-Report another schema with attributes Title and Depart-
ment. The Schema-Basic query language allows to ask for the schemas
that have a certain attribute, for example Title. Bearing in mind the
previous conceptualisation of Title, in DLs we must only ask if there are
defined concepts that are subsumed by the expression concept (1.hasTi-
tle). This question can be formulated in any concept language. In our
assumed extension to the basic Gatherer queries it would be possible to
request the RDs that have any defined attribute, for example Title. This
can be done in DLs by retrieving the individuals of the defined concepts
subsumed by the expression concept (1.hasTitle). Again, this question
can be expressed in any concept language.

5 Conclusions and Future Work

The basic terminological model proposed allows us to express RDM mes-
sages in a terminological language, obtaining the advantages of the ter-
minological systems. In essence, what we have done is using DLs as a
medium to carry RDM messages. The translation is structural and DLs
are basically blind to the RDM semantic content.

Once the model is completed we expect the automatic generation of
terminological axioms and assertions will not present great difficulty. The
integration on the client side of results returned by different DSPs 1s still
more interesting. Moreover, this task could be done in the general case
of DL nodes, developing a communication protocol between DL clients,
servers and systems which can deal with distributed terminologies.
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