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1. INTRODUCTION
Analysing how people perform personal search and eval-

uating the performance of a Personal Search algorithm in
a controlled and repeatable way represent an important,
but extremely difficult problem for researchers. In Personal
Search Evaluation everyone has a unique collection of per-
sonal documents, which makes it difficult to compare the
performance of one user against another. A second problem
is that much of the information within individual collections
is private so devising tasks for these collections is also a chal-
lenge. Even after overcoming these problems, there is still
the issue of repeatability. An individual’s relationship with
his information changes constantly and the way he interacts
is context-dependent. This means that any user study per-
formed is almost impossible to re-perform under the same
conditions.

A few methods have been proposed to address these issues.
For example, Elsweiler and Ruthven [4] suggested a method
of task creation for user-based laboratory re-finding experi-
ments. Chernov and colleagues [2] proposed that researchers
volunteer their own personal data to create a shared test col-
lection for research purposes. Kim and Croft [5] use pseudo-
desktop collections that have similar properties to personal
collections to avoid privacy issues and utilise a simulated
querying approach [1] to facilitate automated experiments
for known-item tasks.

We believe that this third approach represents the best op-
portunity to run controlled and repeatable experiments to
test retrieval models for Personal Search. That being said,
this method, as has been applied to date, suffers from a num-
ber of limitations. It is oversimplified and is, consequently,
unlikely to replicate user behaviour realistically. In this po-
sition statement we outline our views on the weaknesses of
the approach and propose ways to improve the process.

2. OVERVIEW OF STATE OF THE ART
The pseudo-collections available in the community include

three collections generated from TREC Enterprise track dataset
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[5], where prominent individuals were identified from the
W3C mailing list. Documents were established for these
people by taking the emails sent or received by these indi-
viduals on the mailing list. These mails were complemented
by querying a web search engine with the name, organiza-
tion and specialization of each target individual to obtain
web pages and documents related to that person. A further
collection was described in [6], where documents of various
types were collected from many public sources in a particu-
lar Computer Science department. This collection contains
emails from the department mailing list, news articles and
blog postings on technology, calendar items of department
announcements, web pages and office documents crawled
from the department and research group web sites.

Strategies for building simulated queries have been pro-
posed for known-item web page search [1] and for desktop
search [5]. Essentially, they are based on randomly select-
ing a document (known-item) from the collection and algo-
rithmically selecting query terms from the target document.
This leads to the automatic generation of simulated queries
and relevance judgments.

In the following sections we outline our thoughts on how
the various aspects of this process may be improved. More
specifically we offer suggestions to improve the query simu-
lation process, the item selection process, and the collections
used. We also discuss how we may evaluate the quality of
the simulation.

3. IMPROVING QUERY SIMULATION
We posit that the query simulation process used in pre-

vious work may not reflect real life. The approaches used
to date either randomly select terms from the documents to
create queries of an allocated length or they draw terms in-
dependently based on how discriminative the terms are (us-
ing tf idf-like weights). We believe this approach is overly
simplistic and does not reflect the way queries would be gen-
erated in real life. This process does not take into account,
for example, that:

• people may be more or less likely to choose query terms
from different fields of a document (e.g., the subject or
sender field of an email)

• spelling mistakes may be present

• queries may consist of phrases rather than just inde-
pendent terms

• re-finding queries regularly contain named entities [3]
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• queries may contain words not actually present in the
document

• queries may be context- or situation-dependent. For
example, the characteristics of the user or situation
surrounding the task may influence the kind of queries
submitted

We argue that to make the simulation process as accurate
to real-life behaviour as possible the above aspects need to be
accounted for. Our suggestion would be to seed the simula-
tion with real query characteristics extracted from controlled
or naturalistic user studies. For example, from a user study
evaluating the use of a desktop search tool, e.g. [3], we can
learn about how long queries tend to be, the document fields
against which they are submitted to, the presence of spelling
mistakes, etc. Further, a controlled laboratory-based eval-
uation, such as performed by [4], would allow researchers
to control user and contextual variables to establish query
profiles for different situations. This would offer the poten-
tial to test the hypothesis that query characteristics change
in different scenarios and different algorithms may be offer
better support in differing situations as a result.

4. IMPROVING ITEM SELECTION
In current implementations of the query simulation pro-

cess items in the collection are chosen at random to create
known-items. However, previous work has shown that only
a small number of personal documents tend to be re-found
[7] and that various document properties, such as whether
or not it has been re-found before and the time that has
lapsed since last access will influence whether or not it will
be later re-found.

Further, current approaches treat documents independently,
i.e, they do not consider the fact that they may be related
and this may influence the likelihood that they will be re-
found. If these kinds of properties could be built into the
simulation process, we hypothesize that a much more real-
istic framework for evaluation could be achieved.

We propose to perform longitudinal, naturalistic investi-
gations to establish predictors that documents will be re-
used, i.e. document properties that make them more likely
to be re-found. This could be achieved by using statistical
modelling techniques, such as logistical regression.

5. IMPROVING PSEUDO COLLECTIONS
Due to the inherent difficulties in establishing an appro-

priate collection for this kind of work, with existing pseudo
collections the main criteria has been on establishing any col-
lection that looks like a personal collection, i.e. it is semi-
structured and contains information largely created by or
associated with one person. While this is a good starting
place, we have to investigate whether this is really enough.

The first issue to address is collection size. The existing
collections are very small. Second, it is important to ensure
that pseudo collections cover a similar breadth of topics as
real email collections. Third, the distributions of meta data
e.g. senders in email collections should be comparable in
real and artificially created collections.

6. EVALUATING THE SIMULATION
Evaluating how the methods suggested above affect the

ecological validity of the process is again difficult.

In the literature, query simulations are often evaluated
against manual queries (e.g. [1], in the context of known-
item web search). Usually, given a pseudo collection, we do
not have manual queries and, therefore, this limits the way in
which we can assess the quality of the simulated queries. The
few attempts done to evaluate the simulations in a pseudo
collection environment were based on rather artificial ways
to produce hand-written queries from the pseudo collection
[5]. Therefore, we strongly argue that a proper method to
evaluate simulated queries for pseudo collections is still to
be found. Achieving this challenging objective would be a
significant advance in this field.

7. CONCLUSIONS
In our view, the pseudo desktop collection approach with

simulated queries is the best option to achieve a realistic,
controlled and repeatable test environment for Personal Search.
In this paper, we have enumerated a number of paths on
which simulated evaluation for Personal Search needs to
make progress.
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