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ABSTRACTRelevan
e feedba
k is an appre
iated pro
ess to produ
e in-
reasingly better retrieval. Usually, positive feedba
k plays afundamental role in the feedba
k pro
ess whereas the role ofnegative feedba
k is limited. We think that negative feed-ba
k is a promising pre
ision oriented me
hanism and wepropose a logi
al framework in whi
h positive and negativefeedba
k are homogeneously modeled. Evaluation resultsagainst small test 
olle
tions are provided.
1. INTRODUCTIONClassi
al feedba
k approa
hes tend to limit the impa
tof negative feedba
k. Consider a feedba
k 
y
le as follows.An original query �res a �rst retrieval. Consider that allthe relevant do
uments in the top N do not mention a termt whereas all the non-relevant do
uments deal with t. Itseems reasonable to think that t is a good representative ofthe non-relevant do
uments and, hen
e, we should move theoriginal query away from t. However, this is not always pos-sible in 
lassi
al models. For instan
e, 
onsider the previousexample within the ve
tor spa
e model. All the relevantdo
uments have weight 0 for t and all the non-relevant do
-uments have weights greater than 0 for t. If the originalve
tor ~q has weight 0 for t then the new query would havea negative weight for t. Sin
e negative weights are 
onsid-ered as 0 weights we 
annot move the new query away fromt but, on the 
ontrary, the best we 
an do is to say thatwe do not 
are about t. One 
ould argue that this is not afeasible 
ase be
ause non-relevant do
uments are inherentlymore heterogeneous than relevant do
uments and, thus, itis diÆ
ult to extra
t good representatives for the set of un-relevant do
uments. Nevertheless, we 
an think on the setof unrelevant do
uments as a set of 
lusters of do
uments,ea
h 
luster dealing with a number of topi
s. Hen
e, if wemove the query away from a given non-relevant do
ument dthen other non-relevant do
uments in the same 
luster thand will likely be moved down in the rank.Belkin et al. [1℄ interpreted negative feedba
k as the se-
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le
tion of important terms in non-relevant do
uments andshowed improvements in performan
e in intera
tive IR.Hoashi and his 
olleagues [3℄ have re
ently 
laimed the im-portan
e of negative feedba
k in the 
ontext of �ltering.Their approa
h is based on using a positive pro�le whoseoutput is �ltered by a negative pro�le. We propose a logi-
al model in whi
h do
uments and queries are representedas Propositional Logi
 formulas and the feedba
k pro
ess isformalized as a Belief Revision (BR) pro
ess. Logi
 allowsus to handle positive and negative feedba
k in an homoge-neous way.
2. MODELPropositional logi
 allows us to model binary-weightedve
tors, e.g. d = information ^ s
ien
e ^ :maths, butmore expressive representations 
an also be handled, e.g.d = (relevan
e^feedba
k)_ (do
ument^filtering). In or-der to measure the relevan
e of a do
ument d to a query q,we use the method proposed in [4℄ to get a non-binary mea-sure of the entailment d j= q. An important 
ir
umstan
eis that this model was eÆ
iently implemented [5℄ and, fur-thermore, evaluation against small 
olle
tions was made [6℄.We fo
us on a feedba
k pro
ess based on sele
ting termsfrom retrieved do
uments. Term sele
tion approa
hes [2℄have shown that expanding the query with well-sele
tedterms produ
es signi�
ant improvements in performan
e.Basi
ally, all the terms from retrieved relevant do
umentsare 
olle
ted and ordered by a given sorting te
hnique. Topranked terms are supposedly the important ones within theset of relevant do
uments and, thus, the query is expandedwith these terms. Classi
al term sele
tion te
hniques onlyoperate on the retrieved relevant do
uments. We proposeto sele
t terms on the retrieved non-relevant do
uments aswell.Let us 
onsider an initial logi
al query q that retrievesa set of do
uments. We propose to revise the query usingsele
ted terms from relevant do
uments as positive termsand sele
ted terms from unrelevant do
uments as negativeterms. We build a revising formula whi
h is the 
onjun
-tion of all the terms, either positive or negative: qm =q Æ (tp1 ^ � � � ^ tpn ^:tn1 ^ � � � ^:tnm), where tp1; : : : ; tpn arethe sele
ted terms from the retrieved relevant do
uments,tn1; : : : ; tnm are the sele
ted terms from the retrieved non-relevant do
uments and Æ is a BR operator. Let T be alogi
al theory and A a new formula to be in
luded in thetheory. BR methods de�ne a way to in
lude the new infor-mation in the theory. If there is no 
ontradi
tion between Tand A, the solution to the problem is trivial be
ause the new



R n P BR P PN BR P PN0.00 0.320 0.376 0.422 0.319 0.408 0.4630.10 0.254 0.311 0.351 0.298 0.383 0.4380.20 0.190 0.212 0.237 0.236 0.343 0.3630.30 0.151 0.173 0.195 0.182 0.254 0.2920.40 0.103 0.109 0.135 0.144 0.203 0.2270.50 0.084 0.097 0.114 0.128 0.182 0.2150.60 0.070 0.072 0.091 0.084 0.130 0.1450.70 0.051 0.053 0.058 0.060 0.092 0.1020.80 0.040 0.041 0.045 0.050 0.080 0.0830.90 0.022 0.019 0.023 0.042 0.072 0.0711.00 0.016 0.015 0.017 0.041 0.071 0.070Avg.pre
. 0.118 0.134 0.154 0.144 0.201 0.224%
hg +13.8% +20.6% +40.1% +56.1%CACM Cran�eld
R n P BR P PN BR P PN0.00 0.412 0.413 0.523 0.127 0.241 0.2200.10 0.201 0.221 0.242 0.060 0.120 0.1790.20 0.161 0.168 0.183 0.047 0.045 0.0750.30 0.136 0.138 0.147 0.020 0.018 0.0140.40 0.115 0.117 0.119 0.012 0.013 0.0080.50 0.102 0.103 0.102 0.009 0.010 0.0060.60 0.086 0.088 0.085 0.006 0.007 0.0050.70 0.073 0.075 0.069 0.005 0.005 0.0040.80 0.063 0.065 0.057 0.004 0.004 0.0030.90 0.050 0.050 0.043 0.003 0.003 0.0031.00 0.038 0.039 0.035 0.003 0.003 0.003Avg.pre
. 0.131 0.134 0.146 0.027 0.043 0.047%
hg +2.6% +11.6% +59.3% +76.9%CISI LISAFigure 1: Evaluation resultstheory T ÆA is just T ^ A. However, if 
ontradi
tion arisessome old knowledge (from T ) has to be deleted in order toget a 
onsistent new theory.We regard the original query q as a theory to be revisedwith the feedba
k information. Through tp1 ^ � � � ^ tpn, weare in
luding information from relevant do
uments in thenew query and, hen
e, relevant do
uments will have a good
han
e of being retrieved. On the other hand, :tn1 ^ � � � ^:tnm is used to reje
t non-relevant do
uments. The latterexpression 
annot be handled by 
lassi
al models. An im-portant point is that we developed an algorithm that 
om-putes the revision q Æ (tp1 ^ � � � ^ tpn ^ :tn1 ^ � � � ^ :tnm) inpolynomial time.

3. EVALUATING FEEDBACKSin
e Propositional Logi
 is simple enough, we were ableto extra
t logi
al representations for do
uments and queriesapplying 
lassi
al te
hniques. Do
uments and queries fromtest 
olle
tions are often divided into several sub�elds. Ea
hsub�eld (after removing stopwords and stemming) is repre-sented as a 
lause of a DNF formula1. This leads to a logi
alrepresentation of do
uments and queries divided into severalviews. Intuitively, ea
h sub�eld represents a di�erent viewof the semanti
s of the do
ument/query.We evaluated the feedba
k model against CACM, Cran-�eld, CISI and LISA. A residual evaluation methodologywas applied. The top ten do
uments were used for relevan
efeedba
k. Not all the original queries 
an be 
onsidered forthis evaluation be
ause some of them retrieve all their rele-vant do
uments in the top ten and some of them retrievedno relevant do
uments in the top ten. Spe
i�
ally we used47 CACM queries, 190 Cran�eld queries, 60 CISI queriesand 19 LISA queries. We applied the postings method tosele
t terms. The posting of a term is the number of relevant(non-relevant) do
uments in whi
h it o

urs.Figure 1 presents the pre
ision vs. re
all �gures. The �rst
olumn of ea
h table presents the base residual run (BR),i.e. the initial run without feedba
k and with the top tendo
uments removed. We tried out several expansions of thequery varying the number of positive terms. In the se
ond
olumn (P) we show the results for the best run. On
e theset of positive terms used for expansion is �xed, we expandthe query with those positive terms and a set of negativeterms. We varied the number of negative terms and, in thethird 
olumn (PN), we show the performan
e results for thebest run.The sele
tion of both positive and negative terms was the1A DNF formula has the form: 
1 _ 
2 _ : : : where ea
h 
jis a 
onjun
tion of literals (also 
alled 
lause): l1 ^ l2 ^ : : : .A literal is a propositional letter or its negation.

best approa
h in all 
olle
tions. The improvements over theapproa
h that only sele
ts positive terms are remarkable.
4. CONCLUSIONSIt seems 
lear that a general framework that allows tomodel negative terms is desirable for the pro
ess of feed-ba
k. Our experiments have demonstrated that the use ofnegated terms in queries is very useful to reje
t non-relevantdo
uments. The use of binary weights is not a parti
ularrestri
tion of the model. Indeed, we are now developing anextension of the model to handle term similarity and inversedo
ument frequen
y.
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